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The stability problem of a system described by an nth order equation with
random coefficients 1s examined. Necessary and suffiocient conditions of
asymptotic stability in the mean-square are obtained. In the absence of
noise these conditions transform into conditions of Routh and Hurwitz. Such
sufficient conditions of moments of higher order are presented.

1, We assume that a certain determinate system is described by a line¢ar
differential equation of the order n with constant coefficients

YWty f L Fay=0 (1.1)

When random forces of the type of "white noise” act on such a system,
Equation (1.1) transforms into the following stochastic differential equation

¥+ o+ MOy ™V 4+ eeet o +Na ]y =0 (1.2)

It is assumed that Gaussian "white noises" ¢&;(t¢),..., £:(¢) have gero
mathematical expectation but can, generally spea » be correlated so that

Mg (@) n; (s) = 22,6 (¢ - 5)

It 18 known that we can pass from noises n;(t),..., ns(t) to independent
"white noises” £i(t),..., £;(¢t) with zero mathematical expectation and cor-

relation matrix 28,,(t—8) by means of Equations

n
0 ()= ;& () (1.3)
i=1
where the matrix |la,,{l is such that
Feghlazi=Nagl
In the following, Equation (1.2) is considered as a system of stochastic

differential equations of Itd (see, for example, [1], p.247) which taking
into account (1.3) and introducing the notation

y=X1,y’=X,....,,u”'l = X,

can be written in the form

dX; = Xzdt, dXg= Xgdt,...,dX, = X, dt

n n

X, =— 2 8, Xp ify 3t — 2 05 X0, 285 (1) (1.4)
i==1

i, 5=1
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It 1s known that only one strictly Markov process exists wlth continuous
trajectories X (1) = (X" (r), ..., X* (1)), which satisfy system (1.4) at the
initial condition I*(0) = x .

The process X (t) 1s closely connected to the differential operator of

second order
n

n—1 n

0 ) N A -

L= 2 xi“ﬁx_._ Eairn_iuw_--i—( Z T i1 Trmjel | P (1.7%)
1 ; n

et

g,

i-=1 i=1 i, j=1

which in the 1nvestigation of stabllity of Markov processes plays the same
role as the Liapunov operator in the stabllity of determinate systems (see

(2 and 3]).

Following 82, 4 and 5], we say that system (1.4) is asymptotically p-
stable (p > 0), if 1lim ¥|xr'(t)|°>= 0 for ¢ - « and in addition to this
for a €¢>0 sucha 6>0 1is found that M|r*(t)| <e , if |x} < &
(herenfxl denotes the Euclidean norm of vector x ). 8ystem (1.4) 1is called
asymptotically stable in the mean-square 1if it 1s stable at p = 2 .

A method for obtalning necessary and sufficlent conditions of stability
in the mean-square of an arbitrary linear system with "white noises” is indi-
cated in the interesting paper (4], where a concept different from the one
adopted in this paper for a linear stochastic system is examined. However,
conditions obtained by this method are fairly cumberscme; for thelr verifi-
cation it 18 necessary to compute n® determinants, the highest of which has

the order n?.

It is proven in [5] that for asymptotic stabllity in the mean-square of
a stationary linear stochastic system it 1s necessary and sufficlent that
for any positive definite quadratic form W(x) another positive definite
quadratic form ¥(x) be found for which L¥(x) = — W(x) . This theorem per-
mits to obtain (as was also noted in [2]) algedbraic criteria of asymptotic
stability in the mean-square for such a system. However, these criterila
lead to even more cumbersome computations even in the determinate case,

In this paper necessary and sufficient conditions of stabllity in the
mean-square are obtalned for system (1.2) or (1.4). These conditions require
computation of only n+1 determinants the highest of which has the order n
(see (2.6) to (2.8¥). In this connection it turns out that the first n
determinants are the same as determinants A, (k = 1, 2, ..., n) which enter
into the criterion of Routh-Hurwitz for Equation (1.1). The last determinant,
however, 1s obtained by exchanging the first row in A, by a row which 1s
composed according to a definite rule from coefficlents a,, of the correla-
tion matrix. If 81l a,,= O then criterion {2.6) to (2.83 transforms into
eriterion of Routh-Hurwiéz.

It 1s also interesting to note that in the special case when all a,, are
equal to zero with the exception of & single one, 1t follows from the crite-
rion obtained that the necessary and sufficient condition presented for this
case in (6] can be significantly simplified. PFor n = 2, G,,= G, 3= Gz, = O
this result coincides with the result of [7].

2. It was shown in [5] that for asymptotic stability in the mean-square
of system (1.%) it 1s necessary that the system "without randomness

n
dXy=Xpdt, dXy=Xsdt,..., dX, =X dt, dX,=—7 aX, ;, (2.1)
i==1

be asymptotically stable, 1.e. that condltions of Routh-Hurwitz be fulfilled

¢ a3 a;. . .0
ay as a 1 a3ay...0
1 23 Qg
0 ...0
Ay =0,>0, A= BIS0, Ag=|1 @ ai|>0..., 8= 0 :1 as 0 >0
1 a2 Az - + .
0 a1 a3
000 .. .a,

It is ¥nown that when these conditions are fulfilled, there exlists a posi-
tive definite quadratic form V{x)! for which by virtue of (2.1) the total
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derivative et n
v v
LV = Z i S ol Z F¥n-ivt 3 2.2)
i=1 LI n

represents a preassigned negative definite form.
We assume inltially that the quadratic form
n
“("’)miz %3 Tni41 Fn-js1 (a;;=1ay)
s J=21
is positive definite. Then the following is valid.

Lemma 2.1 . For asymptotic stability in the mean-square of system
(1.4) 1t is necessary and sufficient for a positive definite quadratic form

to exist and satisfy the conditlons
L()V (J:) = —a (3)' dnn< 1/’ (203)

Proof . In fact, let the quadratic form V(x) exist with coeffici-
ents d,s and satisfy the conditions of the Lemma. By virtue of (1.5),(2.2)

and (2.3 )
LV:LW—&a(z)@%% = (2d,, — 1) a () <0
n

According to the already previously mentioned theorem of [5] 1t follows
from this that system (1.4) is asymptotically stable in the mean-square.

On the other hand in case of asymptotic stability of system (1,%) accord-
ing to the same theorem, there exists & positive definite quadratic form

n
Vi@e)= 3 &55,%;
{s 3‘21
for which Ly {x) «—a(x), 1.e.

oV
Ly =LV — (@) g5 = = (2epy + 1) (2)
In this manner V= V;(z)/(2e,,+ 1) and consequently

dun = epnf (26, + 1} < Vs
Lemma is proved.

For obtaining the desired conditions it is sufficlent to express the
gcoefficient d,, in the form V(x) which is to be determined from Equation
(2.3) through parameters a, and a,, of system (1.4),

Por this purpose we denote by X;(t), ..., Xp;(t) ((=1,2,...,n) tne fun-
damental system of solutions of determinate gquations (2.1). This system is
defined through initial conditions X;(0) == O;; Then any solution
X*(),..., X% () of these equations with initial conditions x°x ) =
="z, (i=1,2,...,n) is written on the form !

n
2 AU DIER N0
=1

It is known [B] that function ¥{x) which satisfies relatlonship (2.3)
can be represented in the form

fo ]

n
a .
V= T e, 0 X5, W
¢ i, =1
The last equatiocn permits to express coefficients d,, of férm V(x) and
in particular coefficient d,, through the fundamental system of solutions

X7,(¢t), and subsequently, as was shown in [9], through coefficients a, and
8,; . In fact it follows from [9] that
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n i

1 1 r

d\p = Z“A; z o ]Al,l‘-l (2.4
ro:n

where 4,,,,; 18 the cofactor of the e2lement of the first row and r + 1

column of the last determinant of Huraitz 4,, while quantities qf” are

related to coefficlents a,, of form a(x) by Equation e

n—-1

n
nol Q) | o
(7 l) L ”u R FTRRE | ])ﬂi(}\'} I’T!j (_._ ;“} = qun(nr) }\‘l'"- T (2.5)

B ] 21

Here D,,()) is the cofactor of the element of the nth row and Jth column
of determinant D(i) of system (1.4)

— A 1 0 ...0
0 —% 1 ...0
DRy=] .....
0 0 0 R |
(VI Rl T - a— A

1t 18 easy to see that D, () Dy;(— ) = (— 1)*+37133-2, Therefore we
obtain from (2.5)
“Tﬁl ) n—

2 (X (=1)""" %) ME= 3 g, g = 3 (— )T e,
k <0 \p-lg=2(n k), k=0 ptqg=2 (n—k) (2.6)
From Lemma 2.1, (2.%) and (2.6) 1t follows that in the case where a(x)
represents a positive definite quadratic form it 1s necessary and sufficlent

for stability in the mean-square of system (1.4) that the following condi-
tions be fulfilled '

M08, >0 A SA 2.7)
Here
0} . -
Tny @) 310 o gV
1 a; ag .+ « . 0
A= 0 ay as 0 (2'8)

L T T T S T

0 o0 0 ... a

differs from the last determinant of Hurwitz 4, only in the first row. 1In
this connection quantities ¢!") (r = 0,1,...,n— 1) are expressed through
coefficlents a,, of the corrélation matrix according to Equations (2.6).

It will be shown now that conditions (2.6) to (2.8) remain in force even
without the assumption regarding the positive definite character of the quad-
ratic form o(x) . For this purpose another system, together with (1.4},
will be examined

dX; = X,dt, dXszadt,...;an_I:Xndt (2.9)
n n n

d"‘n = iz “ixn-iﬂ dt — . 2 at'J'Xn—iﬂdgj +eXydm + € 2 ‘Xi dny
=1 i, j=t i=12

Here mn;(t),..., n.(¢t) are Wiener processes ilndependent of each other and
of £,(¢),..., €,(¢t); ¢ 1s a small parameter.

It is easy to see that the operator which corresponds to system (2.9) has
the form n
- q 92
.
; T,
3==2
Since the quadratic form
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n
o () =a(@)+en?t+et Y 5P
i==2
is positive definite for any ¢ > O , 1t is necessary and sufficient for
asymptotic stablility in the mean-square of system (2.9) that the following
conditions be satisfied

"‘\l>0v"~!Au>09 An>A.
Here
G et gl —et gD et ()" (an - e?)
1 a, ay .. 0
A, = 0 o ag . o 0 =
0 0 0 .. an
n—1 .
=A+(—1)"eA, et Y (—1)1 Ay (2.10)
i=1
Since for (— 1)** A, >0, 1t follows from (2.10) that for all suffici-

1
ently small ¢ A::> A @ 1)

Now we shall assume that system (1.4) is asymptotically stable in the
mean-square. Then according to theorem 5.2 of [5], system (2.9) will also
be stable for all sufficiently small ¢ > O and therefore

Ay >0,.00, 4, >0, A, >A, (2.12)
From (2.11) and {2.12) we have
A >0,0.., A, >0, A, > A (2.13)

Conversely, let inequalitles (2.13) be satisfied. Then it follows from
22.10 that a sufficiently small ¢ can be found such that inequalities
2.12) are satisfied, i.e. system {2.9) is asymptotically stable in the
mean-square for this ¢ . Consequently, (see [5], Theorem 5.1) system (1.%)
is also asymptotically stable in the meen-square. Therefore the following
theorem 1s valid,

Theorem 2.1 . For asymptotic stabllity in the mean-square of
system (1.4) 1t is necessary and sufficient that the following conditions

be fulfilled
¢ ruRniie A0 .., A0 A A (2.14)

Here determinant 4 has the form (2.8), while quantities qﬂ2 r=20,1,.

vees N — 1) in the first row of this determinant are expressed through coef-
ficients 4,, according to Equations (2.6).

It 1s noted ihat only those coefficients 4, . of the correlation matrix
enter into conditions (2.1%) for which the sum { + J 1s even. In particu-
lar, for systems of second and third order neces. ary ..nd sufficient condi-
tions of asymptotic stability in the mean-square n..e the form for n = 3.

2, >0, 2320, @@ > a0, +F a5, tor n=2
8, >0, a3 >0, @¢a,>ay (418, — a3) 632> 033885 + 8450, + a5 (a3, — 2 a13)
In the case where independent white noises n;,..., n, are added to coef-
ficients a, of Equation (1.1), 1.e. a,,= O for { # J , the determinant
4 assumes the most simple form

Ay — G2 Q33+ « » (-—-1)"‘1 pn

1 a ag. . . 0
A=|0 a @... O {

0 0 0. .. an |



492 M. B. Nevel'son and R. Z. Knhas'minskit

3. Conditions (2.6) to (2.8) obtained in Section 2, are sufficlent for
asymptotic p-stability of the system (1.4) for p < 2 . 1In this section we
shall present sufficient conditions for asymptotic p-stabllity for p > 2 .
It is assumed initially that the quadratic form a(x) is positive definite,

For asymptotic p-stability at p = 2 , and therefore also at p> 2, 1t
i1s necessary for the following positive definite quadratic form to exist

n
V)= dyzz; (di;=dj)
i, j==1
and to satisfy relationships (2.3). We set
Ve ()= [V (2)]7P
It 1s not difficult to see that

IV® = py'hp-2 {K%‘LY + a(z) [Vd,,m +(p—2) ( é An; x.’i>2]} =

j=1
n 2

=pV"P*a (z) [V (A — Y2} + (P —2) ( 2 duj wj) l (3.4)
J=1 P

[ grom the known inequality for the positive definite self-adjoint matrix
10

Dy) S D) Dy )
for y = (0,...,0, 1) it follows that

n a2
(X ;) <dpn V(@)
j=1
Making use of this relationshlp we obtain from (3.1)
LV° < gV g () [dpy (P — 1) — ) (3.2)
If d,,(p —1) < # then it follows from Theorem 2.2 of paper [5] and
(3.2) that system (1.4) is asymptotically p-atable.

In this manner for asymptotic stability of system (1.4) for p > 2 1t is
sufficient that the following lnequalitles be satisfied. The first n of
these inequalitlies are necessary

A0 .., A0 A>(p—1A (3.3}

We can present examples which show that condition 4,> (P — 1)a 1s not
necessary.

It is not difficult in a manner analogous to Section 2 to show that con-
ditions (3.3) remain valid even without the assumption regarding nondegene-
racy of the quadratic form a(x)
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